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INTRODUCTION

Rapid improvements in the performance of artificial intelligence (AI) models over the past two years have triggered excitement and trepidation about the future of lawyering. Will AI replace human lawyers, or help them become more efficient? Is AI more useful at some legal tasks than others, or more useful to some lawyers than others? And how should lawyers, law students, and law schools adjust to the increasing availability and development of AI?

Studies to date offer only limited answers to these questions, as they have focused on AI’s ability to conduct legal analysis on its own, rather than its ability to assist humans, which we consider the more plausible use case for the foreseeable future. In addition, for reasons of convenience, existing studies have generally applied GPT-4 to exams (like law school exams and the bar exam) and have suffered from methodological limitations, like non-blind grading of results or imperfectly matched treatment and control groups.

To better understand how AI will affect the lawyers of the future, and what should be done about that possibility now, we conduct the first randomized controlled trial of the effect of AI assistance on human legal analysis. We randomly assigned sixty students at the University of Minnesota Law School to complete four separate legal tasks (drafting a complaint, a contract, a section of an employee handbook, and a client memo) either with or without the assistance of GPT-4, after receiving training on how to use GPT-4 effectively. We then blind-graded the results and tracked how long the students took on each task.

---


2 See infra __.

3 See [[GPT-4 passes the bar exam, others]].

4 See [[Choi & Schwarcz 2023]].
We found that access to GPT-4 only slightly improved the quality of participants’ legal analysis, with improvements that were small in magnitude and inconsistent across tasks (+0.17, +0.24, +0.07, -0.07 on a 4.0 grading scale). However, we found that AI assistance induced large and consistent declines in the amount of time taken to complete tasks (-24.1%, -32.1%, -21.1%, -11.8%). The benefits of AI assistance were not evenly distributed; in the tasks on which AI was the most useful, it was significantly more useful to lower-skilled participants (judged by their scores on tasks for which they did not have AI assistance). On the other hand, AI assistance reduced the amount of time that participants took to complete the tasks roughly uniformly regardless of their baseline speed.

We also surveyed participants on their perceptions of how access to GPT-4 impacted their work on legal tasks. We found that (again for the tasks on which GPT-4 was most useful) participants reported increased satisfaction from using it. Participants also correctly understood GPT-4’s strengths and weaknesses, reporting that they expected the improvements in speed were greater than the improvements in quality and correctly identifying the tasks at which GPT-4 was most useful. This suggests that although the benefits from AI use may be uneven, participants generally correctly perceived the tasks at which it was most useful.

These results—which will likely serve as a lower-bound estimate on AI’s capacity to improve the efficiency of legal services—have important normative implications for actors across the legal services industry. For law schools, they suggest the importance of deliberately and holistically assessing when and how law students are trained to use AI, and when and how access to that tool should be limited. For lawyers and judges, our results suggest that the time to embrace AI is now, though the contours of what that will mean can and should vary significantly by practice area, task, and the stakes of the underlying matters. Purchasers of legal services also should pay close attention to our results, reconsidering what types of legal matters should be sent to outside counsel rather than handled in-house, and how matters that are handled externally are managed and billed.

I. BACKGROUND

This Part briefly reviews both the evolution of legal technology and the state of the scholarly literature on AI and lawyering and other knowledge-based tasks.

Fifty years ago, at the beginning of what we might think of as the modern era of legal technology, the first legal databases were
introduced.\textsuperscript{5} Over the next decades, innovations such as email, document management systems, billing software, e-discovery systems, and online dispute resolution platforms were widely adopted and helped shape practice patterns. In addition, tech-based “disrupters” such as Rocket Lawyer, Legal Zoom, and Trust & Will entered the market, offering an online, often automated, solution for the drafting of common legal documents.\textsuperscript{6}

Historically, these major legal tech innovations have improved lawyer efficiency rather than fundamentally altering the core skills needed to be an effective lawyer.\textsuperscript{7} For example, a lawyer with access to an easily searchable legal database can complete legal research in much less time than would be possible if they needed to search through hard copy indices. But the skill involved in analyzing and applying cases and statutes remains fundamentally the same.\textsuperscript{8} Similarly, e-discovery tools allow lawyers to automate the search function in discovery\textsuperscript{9} but cannot provide the knowledge necessary to identify what must be produced and what is protected by privilege.

Even before the recent wave of progress in generative AI tools like ChatGPT, the rise of AI in legal tech was disrupting this historical pattern. To illustrate, recent AI tools like predictive coding in e-discovery systems have become increasingly prominent in recent years. These tools allow a lawyer to code a sample of discovery documents, which are then used to by an algorithm to identify other relevant documents.\textsuperscript{10} To a certain degree, tools such as these actually displace an attorney’s work.\textsuperscript{11}


\textsuperscript{7} Mark Fenwick et. al., \textit{Legal Education in the Blockchain Revolution}, 20 Vand. J. Ent. & Tech. L. 351, 357 (2017).


\textsuperscript{10} See id.


Electronic copy available at: https://ssrn.com/abstract=4626276
With each new innovation, lawyers have typically fretted about the implications for the legal profession and lawyer jobs. If technology allowed the same work to be done in less time, or could replace lawyers altogether for certain tasks, it was feared that there would be fewer jobs available for lawyers. Of course, others championed at least some of these advances as having the potential to lower legal fees and therefore increase access to legal services.

2019) (finding that these “technology-assisted review” systems in edicovery provided “significantly superior precision” compared to manual review). But see Emily S. Taylor Poppe, The Future Is Bright Complicated: Ai, Apps & Access to Justice, 72 Okla. L. Rev. 185, 189 (2019) (arguing that displacement concerns are less significant when it comes to tasks that were already subject to outsourcing).


See Mark Fenwick et. al., Legal Education in the Blockchain Revolution, 20 Vand. J. Ent. & Tech. L. 351, 357 (2017)


Similar dynamics exist in recent discussions of how increasingly capable large languages models (LLMs) like GPT-4\textsuperscript{16} will impact the legal profession. At the same time, LLMs like GPT-4 seems to represent a qualitatively different type of technological advance from those that came before. As a result, many have speculated that these LLMs will lead to true revolution in the practice of law\textsuperscript{17}, radically changing market demand for human lawyers.\textsuperscript{18}

Yet, despite these sizeable questions and concerns, relatively little is known empirically about AI’s capacity to displace lawyers or even capably assist lawyers at lawyering tasks. To date, the best information we have is found in studies of GPT-4’s performance on law school examinations, bar examinations, and in answering discrete legal questions. Other non-empirical research considers the ethical implications of using such technology in the practice of law\textsuperscript{19}, how artificial intelligence may change the skills needed to be a successful lawyer\textsuperscript{20}, and the manner in which law firms may begin to compete on the basis of technological expertise.\textsuperscript{21}

Studies examining GPT’s proficiency on legal exams have found that its performance varies widely depending on the type of exam and

\begin{itemize}
  \item \textsuperscript{17} Even before the advent of large language model AI, some “legal futurists” were envisioning such transformation. See, e.g., Benjamin Alarie, \textit{The Path of the Law: Towards Legal Singularity}, 66 U. Toronto L.J. 443, 445 (2016) (describing the “legal singularity” that will occur when “the accumulation of a massive amount of data and dramatically improved methods of inference make legal uncertainty obsolete”).
  \item \textsuperscript{21} Bruce A. Green & Carole Silver, \textit{Technocapital@biglaw.com}, 18 Nw. J. Tech. & Intell. Prop. 265 (2021).
\end{itemize}
prompting methodology used. One study found that GPT-4 alone performed in the 90th percentile on the Uniform Bar Examination\textsuperscript{22} (although scholars have subsequently raised methodological doubts about this claim\textsuperscript{23}). In another study evaluating AI-generated answers to law school exam questions, researchers found that although exams drafted by GPT-3.5 often included solid explanations of basic legal rules and strong organization and composition, they also often struggled to identify relevant issues and tended to only superficially apply rules to facts as compared to real law students.\textsuperscript{24} Perhaps most interestingly, a

\textsuperscript{22} Daniel Martin Katz et al., GPT-4 Passes the Bar Exam (Apr. 5, 2023) (unpublished manuscript) (on file with authors). This result extended both to the multiple-choice portion of the exam as well as to the open-ended essay components of the exam. Id. at *2. Although the authors did not use any prompt-engineering strategies to generate multiple choice answers, they slightly modified essay questions by presenting each sub-question in an independent prompt, and by “lightly correcting the language” in the prompt so that it formed a complete sentence. Id. at *7.

\textsuperscript{23} Eric Martínez, Re-Evaluating GPT-4’s Bar Exam Performance (June 12, 2023) (unpublished manuscript) (on file with authors) (discussing potential methodological issues with the initial finding that GPT-4 surpassed the bar exam score of 90% of human test takers). In addition, the authors in the Katz et al. study did not grade GPT-4’s performance blind and did not have experience grading bar exams, raising concerns about subjective bias in evaluation.


In other disciplines, GPT has been found to be a proficient and sometimes superior test taker as compared to humans. See Harsha Nori et al., Capabilities of GPT-4 on Medical Challenge Problems (Apr. 12, 2023) (unpublished manuscript) (on file with authors) (finding that GPT-4, without any specialized prompting passes a range of medical exams and out-performs both ChatGPT and LLM models specifically fine-tuned on medical knowledge); John C. Lin et al., Comparison of GPT-3.5, GPT-4, and Human User Performance on a Practice Ophthalmology Written Examination, Eye, May 8, 2023 (“GPT-4 but not GPT-3.5 achieved the passing threshold for a practice ophthalmology written examination”);
later study examining GPT-4 assistance on law school exams (i.e., where some study participants used GPT-4 to help generate exam answers, but then reviewed those answers and edited them as they felt appropriate) found that such assistance boosted the scores of lower-performing students but had no effect or a slightly negative effect on the performance of top students.\textsuperscript{25}

Outside of the exam context, little evidence exists on how access to LLM tools like GPT-4 might impact lawyers’ or law students’ abilities to complete legal tasks. Tax scholars have tested GPT-4’s ability to answer questions about federal tax law, generally finding low accuracy with basic prompting (roughly 30% in two separate studies) to 70%-90% accuracy with significant human assistance (particularly prompting with hand-selected correct sources).\textsuperscript{26} Many scholars have anecdotally tested GPT’s capabilities, including a series of YouTube videos that illustrate GPT-4’s capabilities in various legal contexts.\textsuperscript{27} The anecdotal reports find, for example, that with good prompting, GPT-4 is able to accurately apply copyright law, although its performance falters on more difficult legal analysis.\textsuperscript{28}

In areas other than law, we see the same general focus on exam performance rather than studies of realistic tasks. And as with law, the exam results are mixed. Whereas exams generated by ChatGPT were

\begin{itemize}
  \item Choi & Schwarcz
\end{itemize}

\textsuperscript{25} Choi & Schwarcz

\textsuperscript{27} https://www.youtube.com/@harrysurden3116
\textsuperscript{28} https://www.youtube.com/watch?v=nqZcrhR8yPU
rated as “outstanding” in economics\textsuperscript{29}, they achieved more middling results in computer programming and medical education\textsuperscript{30} and “unsatisfactory” results in fields like mathematics and psychology.\textsuperscript{31} Common problems with ChatGPT-drafted exams included inaccurate, unreliable, and outdated information.\textsuperscript{32} These studies vary significantly in the methods they use to test LLM performance. Some test the performance of AI acting alone, where a question or prompt is entered into an LLM and its answer is evaluated without modification. Other studies examine the value of AI assistance, where a human subject uses an LLM on various tasks or subtasks and then reviews, edits, or otherwise refines those results to produce a final work product.

Outside of the exam setting, a small number of studies have evaluated how AI can improve human performance at non-legal professional writing tasks.\textsuperscript{33} One study found that giving college-educated professionals access to GPT-3.5 substantially improved their performance at a variety of writing tasks, with the greatest gains going

\textsuperscript{29} Wayne Geerling et al., \textit{ChatGPT has Aced the Test of Understanding in College Economics: Now What?}, 68 Amer. Econ. 233 (2023) (finding that GPT ranked in the 91\textsuperscript{st} percentile for Microeconomics and the 99\textsuperscript{th} percentile for Macroeconomics when compared to college students taking the Test of Understanding in College Economics).


\textsuperscript{32} See Lo.

\textsuperscript{33} There are some recent papers that evaluate how access to generative AI can improve professionals’ ability to perform non-writing tasks, like computer coding. \textit{See} Sida Peng et al., \textit{The Impact of AI on Developer Productivity: Evidence from GitHub Copilot} (Feb. 13, 2023) (unpublished manuscript) (on file with authors). None of these studies evaluate how more sophisticated prompting techniques can impact results.
to the least-skilled workers. On the other hand, other empirical work has suggested that human use of AI to assist with certain tasks can undermine humans’ incentives to take care.

One of the most extensive studies of AI-assistance in knowledge-intensive work examined the effect of AI-assistance on a range of work tasks common within the field of high-level management consulting. The results show that AI is remarkably capable of increasing both quality and productivity on certain types of tasks but not others, even where the tasks are considered of similar difficulty. Specifically, consultants completing a series of tasks that involved conceptualizing and developing new product ideas significantly improved both the quality and speed of their work with the assistance of AI. Where consultants were working

---

34 Shakked Noy & Whitney Zhang, Experimental Evidence on the Productivity Effects of Generative Artificial Intelligence, 381 SCIENCE 187, 187 (2023). To reach this conclusion, the experimenters recruited over 400 participants in five professional categories: grant writers, consultants, data analysts, human resource professionals, and managers. Participants were then tasked with completing two short writing assignments comparable to those they would complete in their professional settings, such as drafting press releases, short reports or emails. After completing the first writing assignment, half of the participants were given access to ChatGPT for the second writing assignment. The study found that participants who were provided with access to ChatGPT completed their writing tasks faster and produced higher quality work than participants who were not provided access to this tool. Moreover, the participants who performed relatively poorly on the initial task (which took place prior to being instructed how to use ChatGPT) disproportionately benefited from access to AI, receiving both higher quality scores and taking decreased amounts of time to complete their writing task. By contrast, access to ChatGPT did not improve the quality of work for participants who scored well in the initial writing task, though it did increase the speed at which they could produce that work.

35 Fabrizio Dell’Acqua, Falling Asleep at the Wheel: Human/AI Collaboration in a Field Experiment on HR Recruiters, available at


37 Id. at 9-10. See also Karan Girotra et al., Ideas are Dimes a Dozen: Large Language Models for Idea Generation in Innovation, Working Paper, July 10, 2023),
on problem-solving tasks that required the synthesis of quantitative data and qualitative information from interviews, AI provided much less of a boost.\textsuperscript{38} Further, the greatest gains on both tasks were seen in the group that not only used AI assistance, but were also trained in effective prompt engineering.\textsuperscript{39} The study also found, consistent with studies conducted by Choi & Schwarcz and Noy & Zhang, that the most significant beneficiaries of AI assistance were lower-skilled participants.\textsuperscript{40} However, in contrast to Choi & Schwarcz, the study found performance improvements even among those in the top half of skill rankings.\textsuperscript{41} While quality and productivity improved in all groups utilizing AI, the study found that on tasks involving creativity, those using the assistance of AI showed less variability in ideas than among those working without AI.\textsuperscript{42} Researchers also found that participants who blindly adopted AI outputs suffered a decrease in performance compared to those not using AI assistance at all.\textsuperscript{43}

In sum, the literature to date suggests that AI holds real promise to effectively assist with lawyering and other knowledge-based tasks, but also comes with some well-documented shortcomings. GPT-4 and other LLMs sometimes hallucinate sources and sometimes fail to interpret sources accurately. In addition, there are indications from several studies that the lowest-skilled workers benefit the most from AI assistance, with AI providing no benefit to or even possibly a negative effect on the performance of highly skilled humans.

Our study aims to move the literature forward by evaluating the effect of GPT-4 assistance, in terms of both quality and efficiency, on four

\textsuperscript{38} Id. at 13-15.
\textsuperscript{39} Id. at 10, 15.
\textsuperscript{40} Id. at 11 (finding a 43\% increase in performance among those ranked in the bottom half of skill level).
\textsuperscript{41} Id. at 11 (finding a 17\% increase in performance among to—half-skill subjects).
\textsuperscript{42} Id. at 12. \textit{See also} Leonard Boussioux et al., \textit{The Crowdless Future? How Generative AI is Shaping the Future of Human Crowdsourcing}, Harvard Business School Working Paper 2402995 (2023), https://www.hbs.edu/ris/Publication%20Files/24-005_6a4d999b-82b8-496d-af15-6104c8876e74.pdf (similarly finding that GPT-4 may decrease some forms of creativity and novelty compared to purely human outputs).
\textsuperscript{43} Id. at 17.
different lawyering tasks that are representative of the types of tasks a junior attorney might be asked to perform.

II. METHODOLOGY

We recruited students from the University of Minnesota Law School in April 2023 to participate in our study over Summer of 2023. Well over 100 students expressed interest in participating in the study. We initially enrolled the first sixty such volunteers and placed the remaining volunteers on a waitlist. Over the duration of the study, 22 of the participants dropped out because they were unable to complete the entirety of the experiment; as they did so, we replaced them with new participants from the waitlist to ensure that we achieved roughly the target number of sixty study participants. Ultimately 59 students completed the experiment.

During the enrollment process, we gathered basic information about study participants, including their first-year law school GPA and their anticipated graduation year. We then randomly sorted these participants into two thirty-person groups and confirmed that these two groups were roughly balanced with respect to graduation year and first-semester law school grade point average, as described in Section A of the Appendix.


45 One of the co-authors sent a recruiting email to the entire University of Minnesota Law School student body in April, 2023. The email explained that we were recruiting “current JD students, including class of 2023 graduates, for participation in a study that examines the use of artificial intelligence tools, specifically GPT-4, to assist with basic lawyering tasks.” To participate in the study, students or graduates would need to be available to work for up to 15 hours total during June 2023. The email also noted that the work could be completed remotely and on participants’ own time-schedules and that participants who completed the study receive $300 in compensation for their time.

46 This experimental design was approved by the University of Minnesota’s IRB. Participants agreed to participate after reviewing and agreeing to an IRB-approved consent form.

47 We also collected [information]
Study participants completed the experiment remotely, on their own schedule, from June to early August of 2023. Initially, they completed three online training modules that we developed and taught on how to use GPT-4 effectively in legal analysis.\(^{48}\) Doing so required students to watch approximately two hours of training videos and to complete several short exercises using GPT-4. The training included both general techniques on how to prompt GPT-4 effectively (for example, by breaking down legal analysis into pieces and supplying relevant legal rules or sources) and how to use it specifically in litigation and transactional settings. It focused on how to apply active lawyering skills while using AI, rather than mechanically relying on the output of GPT-4. For example, we instructed participants to first assess assignments on their own before using GPT-4 to generate answers.\(^{49}\) Additionally, the training required participants to practice these skills by using GPT-4 to answer sample problems. Section C of the Appendix provides additional information about the training materials used.

After completing the training, the participants then completed four basic lawyering tasks, representing a range of common tasks for entry-level lawyers.

The first assignment involved drafting a complaint for a fictional client to be filed in federal court on the basis of Section 1983, intentional interference with a business relationship, and malicious prosecution. Participants were not required to perform independent legal research for this task; they were provided with the elements of each cause of action in order to draft the complaint. The maximum time permitted for this task was five hours.

The second task required drafting a simple contract between a homeowner and housepainter. Participants were provided with the key terms of the contract and instructed to write the contract in plain English with a length not to exceed two pages. Participants were instructed to spend no more than two hours on this task.

The third assignment required participants to draft a short section of an employee handbook that explains employees’ rights under federal and state (Minnesota) law to take breaks in order to pump breastmilk for a child. This task required legal research, as participants were not provided with the relevant statutes. Participants were


\(^{49}\)
instructed to limit their work product to a single page and spend no more than one hour on this task.

The fourth and final task involved a fictional client with a potential product liability issue—namely, whether the client should be advised to place a warning label on a product when the product contains an allergen. The task required participants to read four provided cases but did not require independent legal research to complete. Each participant drafted a legal memorandum to the client offering legal analysis and advice on how best to proceed. Participants were instructed to spend no more than five hours on this task.

In addition to submitting their work product, each participant was asked to track the time they spent completing each task, and that time allocation was recorded separately from the work product so that it would not influence grading in any way.

Participants were compensated at a flat rate for their study participation in order to prevent participants from spending more time than necessary on a task in order to maximize their compensation. Participants also received the following instructions for each task:

You should approach the assignment as if you are a junior attorney who has been asked to produce work for a fee-sensitive client. While you can take up to the maximum time allotment to complete the task, you should stop working at the point where you would feel comfortable submitting your work product to a supervising attorney, given that your client would prefer to minimize the amount they pay for your work product. If you reach the end of the maximum time allocation and have not finished, you should simply turn in the work product you were able to produce within the allotted time. Do not spend any more than the maximum time on any assignment.

The participants were divided between two groups, Group A and Group B. Each participant, whether assigned to Group A or Group B, was required to complete all four tasks. However, each group was instructed to use the assistance of GPT-4 on two of the four tasks, and to refrain from using GPT-4 or any other type of AI for the remaining two tasks. Specifically, Group A used GPT-4 for the contract drafting and complaint drafting tasks, while Group B used GPT-4 for the employee handbook and client memo tasks.

To provide access to GPT-4 to participants, we created a central ChatGPT “clone” website using the GPT-4 API, and gave students access
to that website. This clone website had a nearly identical user interface and used the same system prompt as the real ChatGPT Plus with GPT-4.

After all study participants had completed the four tasks in the experiment, we graded all participant work product anonymously, with no knowledge of participant identity or GPA, GPT use, or time spent on task. Grades were assigned based on grading standards and norms at the University of Minnesota Law School, where each study investigator has taught, but were not adjusted or “curved” in any manner. Each task was graded in its entirety by a single investigator using a pre-determined grading rubric to help ensure consistency.

At the completion of the experiment, all participants were asked to take an anonymous survey regarding their experience. Although the survey was anonymous on a per-respondent basis, we tracked responses separately for Groups A and B, allowing us to register how each group felt on average about their respective assignments. We pre-registered our methods and hypotheses prior to analyzing our results; the pre-registration statement is archived with the Open Science Foundation.⁵⁰

III. RESULTS

Overall, we found that access to AI caused little average improvement on the quality of output in lawyering tasks but a substantial increase in speed of completion. However, the boost in quality from AI assistance depended on baseline: participants who had the worst performance without assistance from GPT-4 received the largest benefits, with little benefit to participants who were capable of producing high-quality work on their own. In contrast, the boost to speed was largely consistent among participants. When surveyed on their impressions, participants reported positive impressions of the AI, including positive reviews for the AI’s impact on both speed and quality. Respondents indicated that their ability to use AI improved over the course of the experiment and that they were more likely to use AI tools in the future as a result of the experiment. Finally, respondents accurately assessed the tasks for which AI was most helpful even before having their grades revealed to them.

Table __ below shows statistics for the grades received and time taken for each task.⁵¹ It shows that the differences are relatively small in magnitude. Access to GPT-4 had the largest positive effect for contract

⁵⁰ https://osf.io/5yzj3/
⁵¹ All confidence intervals in this Article were generated using empirical bootstraps with 10,000 iterations.
drafting, where the difference in grade it generated was approximately two thirds of the difference between a B and a B+. The results also show substantial variation between tasks. On the client memo and EE handbook task, respondents saw, on average, a near zero effect on performance from using GPT-4.

| Table 1: Effect of GPT-4 on Performance (Grade on 4.0 Scale) |
|-----------------------------------|----------------|----------------|----------------|
|  | No GPT (Std. Dev.) | With GPT (Std. Dev.) | Difference (95% CI) |
| Complaint Drafting  | 3.14 (0.59) | 3.31 (0.50) | 0.17 (-0.03, 0.37) |
| Contract Drafting  | 3.00 (0.56) | 3.24 (0.40) | 0.24 (0.07, 0.41) |
| EE Handbook  | 3.20 (0.41) | 3.26 (0.39) | 0.07 (-0.07, 0.21) |
| Client Memo  | 2.92 (0.69) | 2.85 (0.76) | -0.07 (-0.34, 0.18) |

Figures __ through __ below depict the simple distribution of grades on tasks for groups with and without AI assistance. These Figures are density plots, presenting the number of participants (on the y-axis) who received each grade (on the x-axis). Figures __ through __ in the Appendix show the bootstraps for the difference in means for groups with and without access to GPT, showing that only contract drafting showed a statistically significant increase in performance at the 95% level.

---

52 All figures in this Article were generated using the SciPy package in Python. Density plots were generated using Gaussian Kernel Density Estimation using the gaussian_kde package in SciPy, applying Scott’s rule of thumb to determine bandwidth. __.
Figure 1: Quality Distributions with and Without AI—Complaint Drafting

Figure 2: Quality Distributions with and Without AI—Contract Drafting

Electronic copy available at: https://ssrn.com/abstract=4626276
Figure 3: Quality Distributions with and Without AI—Employee Handbook

Figure 4: Quality Distributions with and Without AI—Client Memo
Table __ below depicts the effect of access to GPT on the amount of time taken on each task. These results are more decisive, showing large and consistent decreases in the amount of time taken on each task. Interestingly, the largest gain in speed (in percentage terms) occurs in the task for which GPT-4 was the most useful in terms of grade improvement (contract drafting), and the smallest gain in speed (again in percentage terms) occurs in the task for which GPT-4 was the least useful (client memo).

<table>
<thead>
<tr>
<th>Task</th>
<th>No GPT (Std. Dev.)</th>
<th>With GPT (Std. Dev.)</th>
<th>Difference (95% CI)</th>
<th>% Difference (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complaint Drafting</td>
<td>160.69 (72.38)</td>
<td>122.00 (66.80)</td>
<td>-38.77 (-64.00, -13.36)</td>
<td>24.1%</td>
</tr>
<tr>
<td>Contract Drafting</td>
<td>69.72 (32.00)</td>
<td>47.59 (31.09)</td>
<td>-22.40 (-33.71, -10.91)</td>
<td>32.1%</td>
</tr>
<tr>
<td>EE Handbook</td>
<td>37.24 (9.55)</td>
<td>29.41 (13.42)</td>
<td>-7.84 (-12.03, -3.74)</td>
<td>21.1%</td>
</tr>
<tr>
<td>Client Memo</td>
<td>244.41 (58.03)</td>
<td>215.69 (72.96)</td>
<td>-28.75 (-52.59, -5.05)</td>
<td>11.8%</td>
</tr>
</tbody>
</table>

Figures __ through __ show the distributions of the amount of time that participants took on each task. Figures __ through __ in the Appendix show bootstraps for the differences in means between groups, showing that the decrease in the time participants took on every task is statistically significant at the 95% level.
Figure 5: Time Distributions with and Without AI—Complaint Drafting

Figure 6: Time Distributions with and Without AI—Contract Drafting
In addition to raw results comparing the groups that did and did not have access to GPT-4, we can also evaluate how the effect of AI
assistance on performance and time taken varied *within* each group. Namely, we can test whether the boost provided by GPT-4 was larger for participants who performed better without access to GPT-4. To conduct this comparison, we graph performance at one task against performance at another task. Recall that each participant completed two tasks with the aid of GPT-4 and two tasks without access to the AI. We should expect that performance at one legal task should somewhat predict performance at any other legal task. Thus we can first take each participant’s grade at one task they conducted without GPT-4 (graphed on the x-axis) and compare that against their performance at the other task without GPT-4 (graphed on the y-axis). This creates a baseline that we can use as a control to establish how replicable performance is in the absence of access to AI, shown as the blue line in Figures ___ through ___ below. Conceptually, if performance is perfectly correlated between tasks, this line should be a 45-degree angle where x = y. The graphs are separated based on which task was used as Task 2.

We can then take the two tasks that each participant completed without access to AI and use them to graph another line, showing how their performance on a task without GPT-4 (on the x-axis) predicts performance with access to GPT-4 (on the y-axis). This is the red line in the figures below. For each of the following Figures, Task 2 is held constant for each graph, while Task 1 includes participants’ performance on the other relevant tasks. Thus, given each participant’s actual grade on a different task (located on the x-axis), the corresponding point on the blue line on the y-axis is their expected grade on Task 2 without GPT-4’s assistance, and the corresponding point on the red line on the y-axis is their expected grade *with* GPT-4’s assistance. This means, for instance, that if the red line is consistently higher than the blue line, the expected benefit from using GPT-4 is positive regardless of baseline skill level.

Most importantly, the relative slopes of the red and blue lines tell us whether or not GPT-4 acts as an equalizing force. If AI assistance flattens the distribution of performance, the red line will be flatter than the blue line; if AI has no effect on the distribution of performance, the red line should run parallel to the blue control line. The *difference* in the slopes of the blue and red lines measures the extent to which access to GPT-4 flattens performance.
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53 The range of the treatment and control lines on the x-axis differ for some of the graphs, because there are some tasks on which
Figure 9: Task 1 vs. Task 2 Grades—Complaint Drafting

Figure 10: Task 1 vs. Task 2 Grades—Contract Drafting
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As the Figures show, where GPT-4 assistance provided some benefit, that benefit was unequally distributed. On the tasks where GPT-4 was most useful (the contract drafting and complaint drafting tasks)
the slope of the line with access to GPT is substantially flatter than the line without, indicating that GPT-4 provides a greater boost to low performers than high performers. On the tasks where GPT-4 had near zero effect on performance (the client memo and EE handbook tasks) the slopes of the treatment and control lines are almost identical, indicating that access to GPT-4 had roughly the same impact regardless of baseline performance—that is, no impact.

In sum, where assistance from GPT-4 is beneficial at all, it seems to benefit the worst performers the most, providing little or no benefit to top performers. Table __ below confirms that the differences in slopes are large and statistically significant at the 95% level.

<table>
<thead>
<tr>
<th></th>
<th>No GPT (95% CI)</th>
<th>With GPT (95% CI)</th>
<th>Difference (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complaint Drafting</td>
<td>0.66 (0.35, 0.95)</td>
<td>0.16 (0.00, 0.28)</td>
<td>0.50 (0.20, 0.84)</td>
</tr>
<tr>
<td>Contract Drafting</td>
<td>0.56 (0.33, 0.80)</td>
<td>0.19 (-0.06, 0.20)</td>
<td>0.37 (0.22, 0.74)</td>
</tr>
<tr>
<td>Employee Handbook</td>
<td>0.01 (-0.21, 0.19)</td>
<td>0.06 (-0.03, 0.21)</td>
<td>-0.05 (-0.33, 0.13)</td>
</tr>
<tr>
<td>Client Memo</td>
<td>0.29 (-0.64, 0.48)</td>
<td>0.25 (0.25, 0.75)</td>
<td>0.01 (-1.16, 0.06)</td>
</tr>
</tbody>
</table>

We can conduct the same sort of analysis for the effect of AI assistance on the amount of time taken to complete each task, shown in Figures __ through __ below. Because each task took a different amount of time on average, we scaled the raw minutes spent by dividing them by the mean minutes spent per task (whether with GPT-4 or without), in order to be able to aggregate different tasks into Task 1 and to make the slopes directly comparable. Although access to GPT-4 consistently decreased the time taken on each task (the red lines are consistently below the blue lines), they are generally parallel, indicating no leveling effect on the amount of time taken depending on the baseline amount of time taken. The one exception is contract drafting, where there is a difference in slopes, although it is not statistically significant at the 95% level.
Figure 13: Task 1 vs. Task 2 Time—Complaint Drafting

Figure 14: Task 1 vs. Task 2 Time—Contract Drafting
Figure 15: Task 1 vs. Task 2 Time—Employee Handbook

Figure 16: Task 1 vs. Task 2 Time—Client Memo

Table __ reflects these results.
Table 4: Slope of GPT-4 on Performance (Grade)

<table>
<thead>
<tr>
<th></th>
<th>No GPT (95% CI)</th>
<th>With GPT (95% CI)</th>
<th>Difference (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complaint Drafting</td>
<td>0.63 (0.39, 0.90)</td>
<td>0.60 (0.26, 0.88)</td>
<td>0.03 (-0.32, 0.48)</td>
</tr>
<tr>
<td>Contract Drafting</td>
<td>0.74 (0.52, 0.96)</td>
<td>0.40 (0.12, 0.75)</td>
<td>0.34 (-0.08, 0.68)</td>
</tr>
<tr>
<td>Employee Handbook</td>
<td>0.28 (0.05, 1.03)</td>
<td>0.34 (0.16, 0.45)</td>
<td>-0.06 (-0.30, 0.71)</td>
</tr>
<tr>
<td>Client Memo</td>
<td>0.32 (0.07, 0.58)</td>
<td>0.29 (0.18, 0.38)</td>
<td>0.03 (-0.22, 0.31)</td>
</tr>
</tbody>
</table>

Finally, we surveyed study participants on their perceptions of GPT-4 based on the assignments. The specific survey questions were:

**Survey Questions**

a) *For the assignments on which you had access to GPT-4, to what extent did this access impact the quality of the work that you completed for these assignments?*

b) *For the assignments on which you had access to GPT-4, to what extent did this access impact the speed with which you could complete the assignments?*

c) *For the assignments on which you had access to GPT-4, to what extent did this access impact the personal satisfaction that you experienced in completing these assignments?*

d) *To what extent did you find that your ability to use GPT-4 effectively for legal drafting improved over the course of the experiment?*

e) *How did your experience in this experiment impact the extent to which you anticipate using tools like GPT-4 for legal work in the future?*

f) *To what extent did you find access to GPT-4 to be helpful for the complaint drafting assignment specifically?*

g) *To what extent did you find access to GPT-4 to be helpful for the contract drafting assignment specifically?*

h) *To what extent did you find access to GPT-4 to be helpful for the Employee Handbook drafting assignment specifically?*

i) *To what extent did you find access to GPT-4 to be helpful for the Legal Memo drafting assignment specifically?*

Participants responded to these questions using a Likert scale with 5 values: substantially no, somewhat no, neither yes nor no, somewhat yes, and substantially yes (with appropriate modification based on the wording of the specific question). Figure __ shows the results.
of this survey, coding the Likert responses on a 1-5 scale, with 95% confidence intervals indicated by brackets:

**Figure 17: Survey Results**

These results are interesting along several different dimensions. First, recall that Group A and Group B had access to GPT-4 on different assignments, and that Group A used GPT-4 for the tasks on which it was generally most effective (contract drafting and complaint drafting). Consistent with those assignments, Group A reported on average that GPT-4 had a larger effect both on the quality and speed of their work. Participants in Group A also reported a larger boost to personal satisfaction when provided access to GPT-4. Both groups reported that
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54 The 95% confidence intervals were generated through bootstrapping with 10,000 iterations.
their ability to use GPT-4 improved over the course of the assignments and that participating in the study made them more likely to use GPT-4 for future work. Finally, respondents accurately perceived how useful GPT-4 was for specific tasks. In fact, the ordinal ranking of the impact of AI assistance on task performance exactly corresponds with the ranking of how useful participants perceived AI to be on each task, with contract drafting ranked the highest and the client memo ranked the lowest.

IV. IMPLICATIONS

A. Implications for the Future of Legal Services

Our findings show that providing law students with general purpose and widely available generative AI tools like GPT-4 and a limited amount of training can substantially improve the efficiency with which they complete a broad array of legal tasks without adversely affecting (or even slightly improving) the quality of that work product. Moreover, they suggest that young lawyers provided with access to AI to facilitate their work accurately appreciate these benefits of AI, find that access to AI tends to enhance their work satisfaction, and generally become more enthusiastic about using AI to facilitate their work as they gain experience doing so.

Standing alone, these results suggest that generative AI will almost certainly become a vital tool for many lawyers in the near future, comparable to more familiar legal-tech tools like Westlaw, Lexis and e-discovery software.55 Indeed, this trend has already begun, with some lawyers and law firms proactively embracing generative AI.56 For less proactive lawyers and firms, our results suggest that the embrace of AI will likely be driven by competitive dynamics, as legal services providers that embrace AI can charge lower rates or deliver more, or higher quality, results than their less-forward-looking competitors.

The implications of our results become substantially more striking, however, when they are considered in light of the current pace

55 See Part I, supra.
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of innovation in AI generally, and legal AI in particular. This is because our results are likely to substantially understate the future potential of AI to aid in the provision of legal services in at least three different respects.

First, and most importantly, whereas our results focused on the impact of GPT-4 on the provision of legal services, numerous more specialized generative AI tools for lawyers are already widely available, and many more are under development. Currently available tools offer lawyers vastly superior capabilities than the general-purpose AIs like GPT-4 that we used in our experiment. They accomplish this predominantly by marrying generative AIs like GPT-4 with intelligent prompt-engineering and Retrieval Augmented Generation (RAG). The former technique bakes into legal tech platforms prompting strategies that are tested and customized to produce useful results for specific types of legal tasks. RAG, the latter approach, allows generative AIs to retrieve relevant content from large legal databases and to use this material to inform its responses. Combined, these two techniques

---


substantially reduce hallucinations and improve the quality of AI-generated output.

A second way in which our results understate the potential of AI to improve the efficiency of legal services is that our study participants had limited experience using this technology. In total, participants in our study received a couple hours of online training before attempting to use this technology to craft answers to two of the four assignments they completed while participating in the study. Not surprisingly, participants did not believe that this training fully equipped them to use generative AI effectively and efficiently, as illustrated by their survey results indicating that their ability to use AI improved over the course of the experiment. By contrast, as lawyers and law students use generative AI in their practice, they will naturally tend to become more adept at using it effectively and efficiently.

A third and final reason that our results understate the transformative potential of AI in legal services is that the capabilities of generative AI—which we measured in the summer of 2023—are continuing to rapidly accelerate. To illustrate, GPT-4, which OpenAI released in March 2023, is significantly better at legal analysis than GPT-3.5, the model that openAI released only several months earlier in late 2022. LLMs are almost certain to improve in the coming years due to reliable legal sources, we’re able to ground its output in real-world knowledge rather than leaving it to rely only on its own memory.

---
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62 See Schwarcz & Choi, supra note X (“The quickest route to proficiency with LLMs is the same route to Carnegie Hall: practice, practice, practice.”).
to increases in model size and complexity and continuing innovation in the underlying AI architecture.

Although these three considerations lead us to conclude that our results significantly understate the transformative potential of AI in the legal space, there are several considerations pointing in the other direction. Most notably, participants in our experiment self-selected from the general population of law students at the University of Minnesota in response to an email soliciting interest in an experiment on AI and the law. These students thus were likely to have been particularly enthusiastic about the potential of generative AI in law, and thus potentially more likely than the population of law students as a whole to benefit from using AI. It is also possible that these participants disproportionately had some prior exposure to using generative AI to complete legal tasks.

Not only do our results suggest that generative AI will produce significant efficiencies across a broad range of legal services, but they also imply that these efficiencies will be distributed highly unevenly across practice areas, task types, and lawyer skill levels. This conclusion follows from two of our bottom-line findings. First, the boost in quality experienced by participants was higher for participants with a lower baseline skill set than for those with a higher baseline skill set.65 This result is consistent both with some of our own prior work in the legal arena, as well as with a number of high-profile studies examining how access to AI impacts the quality of work product outside of the legal arena, for workers such as professional writers, customer service agents, and medical professionals.66 If AI assistance most benefits the least-

(on file with authors); Alejandro Lopez-Lira & Yuehua Tang, Can ChatGPT Forecast Stock Price Movements? Return Predictability and Large Language Models (May 12, 2023) (unpublished manuscript) (on file with authors).

65 See Part III, supra.
66 See Jonathon Choi & Daniel Schwarcz, AI Assistance in Legal Analysis: An Empirical Study, Journal of Legal Education (forthcoming, 2024) (reporting “significant variation in how useful AI assistance was to students depending on their baseline performance,” with “worst-performing students benefited enormously from AI, with gains of approximately 45 percentile points,” while “the best-performing students received worse grades when given access to AI, experiencing declines of approximately 20 percentile points”). For literature outside of the legal setting finding uneven quality gains from access to AI based on the baseline skill of workers, see Shakked Noy & Whitney Zhang, Experimental Evidence on the Productivity Effects of Generative Artificial Intelligence, 381 SCIENCE 187, 187 (2023) (finding that giving college-
skilled lawyers, then it follows that AI is likely to serve as an equalizing force in a notoriously unequal profession.

Here too, our results are likely to understate the extent to which access to generative AI will have variable effects for different subsets of lawyers across different practice areas. This is because participants in our study represented a very narrow and relatively homogenous subset of the legal profession: current or just-graduated students at the University of Minnesota Law School in the summer of 2023. All such students, of course, gained admission to the law school, meaning that they almost uniformly performed exceptionally well both with respect to their college grades and the LSAT examination. The range of baseline skillsets possessed by legal professionals in general varies much more dramatically than was the case for our study participants. This point is mitigated by the fact that participants in our study were disproportionally inexperienced relative to average legal professionals, but only moderately so given that our focus was on relatively simple legal tasks that would tend to be assigned to junior attorneys.

Second, we found that AI enhanced the quality of participants’ work product significantly more for some tasks (contract drafting in particular) than others, where it had limited or no effect on quality (legal memo and employee handbook). This result is also consistent with some of our own prior research, which found that providing humans with AI produced significant gains in accuracy with respect to simple multiple-choice questions, limited quality gains for straight-forward legal essays, and no average gains in quality with respect to student answers to complex and advanced legal essay questions.67

67 See Choi & Schwarcz, AI Assistance in Legal Analysis, supra (finding that AI produced significant gains in quality when provided to undergraduates answering basic law school style questions, minimal average gains in quality with respect to undergraduate answers to straight-forward legal essays, and less still with respect to upper level law students’ answers to more complex legal questions).
Once again, the uneven average impact of AI on quality across task types is likely to be understated by our results. That is because all four of the legal tasks we selected for the study necessarily shared certain features given our experimental design: they required a written work product, necessitating little if any independent research, that could be completed in between 1 to 5 hours of time, and that were reasonably appropriate for law students. These constraints, of course, do not apply to the immense range of tasks that real lawyers may need to complete. The features of some lawyer tasks—such as negotiating complex deal terms or crafting high-stakes legal briefs—almost certainly make them less amenable to assistance from AI. Meanwhile, many other legal tasks are likely to be much more dramatically impacted by the availability of AI than those that we focused on in our experimental setting. One important example involves the simple act of summarizing large and complex documents, such as deposition transcripts. General purpose AIs are particularly adept at summarizing complex and dense material, and specialized AI tools like CoCounsel use basic prompt engineering strategies to improve the reliability and verifiability of these efforts. Anecdotal reports from lawyers indicate that these tools can perform certain summarization tasks that would ordinarily take a young associate hours in a matter of minutes, while producing more reliable output.

Finally, participants in our study accurately assessed how useful GPT-4 was at each task and reported increased satisfaction when using tasks with access to GPT-4. This suggests that lawyers will be able to apply AI effectively when it is most useful and that AI could improve lawyer wellbeing by taking on relatively tedious work.

In sum, when considered in light of current trends in the development of generative AI as well as prior research, our results suggest that the practice of law is on the precipice of significant—and potentially foundational—change and transformation. This change will, however, occur unevenly across legal domains and practice areas.

Importantly, these predictions concern only the first-order impacts of generative AI on the legal profession: legal technologies built on generative AI will become a vital and potentially transformative tool for a broad range of lawyers. The higher-order impacts of this reality are, of course, much harder to predict. Will demand for legal services increase or decrease? Will firms alter the range of legal services that they send to outside counsel relative to the tasks that they perform in house? Will lawyer pay become higher, lower, or more uneven? And what impact will all of the above have on the demand and supply of lawyers and law students? Our empirical results offer limited guidance on these
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questions, other than to suggest that the assumption that the future will resemble the past is likely tenuous, at best.

B. Normative Implications

Lawyers, judges, clients, law schools, and law students will all need to adjust over the coming years as tools that incorporate generative AI become a reality of legal practice. Of course, both the pace and the character of this innovations remain deeply uncertain. But our results provide some helpful context regarding how individual actors within the legal system can and should adapt to this transformation in the near term.

1. Law Schools and Law Students

The training that law schools provide to their students has in many ways remained unchanged for more than a century. This is particularly true when it comes to first-year law students, who have long studied the same mandatory curriculum, which is typically taught to them through some form of Socratic instruction.69 Although recent decades have seen important adaptations to this approach—from more inclusive Socratic questioning,70 to an increased focus on statutory interpretation,71 to increased opportunities for formative feedback72—none of these changes have fundamentally altered the character of legal education, particularly in the first-year of law school.

In our view, this consistency in basic legal pedagogy properly reflects a consistency in the basic features of effective legal reasoning.73 Not even technological change as significant as generative AI is likely to

alter this reality any time soon. To the contrary, effectively using AI to craft legal arguments requires many of the same basic legal and analytical skills as other forms of lawyering, including a capacity to question initial answers, confirm the accuracy of arguments and sources, organize issues clearly, and assess the strength of alternative arguments.\footnote{See Schwarcz \\& Choi, AI Tools for Lawyers: A practical guide, supra.}

For these reasons, we believe law schools should ban or substantially limit the use of generative AI in conventional first-year law school classes. Because generative AI does not impact the nature of legal reasoning, it should not alter the way that such reasoning is taught by instructors or demonstrated by students, particularly introductory law students. In many ways, this pedagogical approach should be familiar: for instance, introductory math students are universally taught to add, subtract, multiply and divide without the aid of calculators, as mastering these basic skills is essential for most forms of higher math.

However, our results suggest that accomplishing this goal requires law schools to proactively limit access to generative AI during student assessments for formative classes. That is because they demonstrate that generative AI can not only empower law students to craft legal work product significantly more quickly (a skill that is typically rewarded on timed law school exams), but also that it can disproportionately improve the quality of that work product for less skilled students. Our prior work has demonstrated that this is true not only for the practical legal tasks that we focused on in this experiment, but also for a range of different types of law school exams.\footnote{See AI Assistance in Legal Analysis.} Thus there is a risk that students will use AI as a crutch rather than developing crucial lawyering skills early in their careers. In addition, AI assistance will tend to compress the distribution of grades in traditional law school exams and make it more difficult for professors to provide individualized feedback.

Given these realities, we believe that law professors who intend to limit access to AI in student assessment must technologically limit students’ abilities to access generative AI tools. Relying instead on honor codes backed by the threat of enforcement is simply impractical given the current power of widely accessible generative AI tools. This is especially so because there are currently no reliable tools available for identifying content produced by generative AI, meaning that law schools and professors cannot reliably detect cheating.\footnote{See, e.g., https://arxiv.org/pdf/2305.03807.pdf} All of this means that cheating among a non-trivial number of students is inevitable when

\footnote{74 See Schwarcz \\& Choi, AI Tools for Lawyers: A practical guide, supra.}
\footnote{75 See AI Assistance in Legal Analysis.}
\footnote{76 See, e.g., https://arxiv.org/pdf/2305.03807.pdf}
instructors rely only on an honor code to prevent student use of generative AI. Over time, we fear that such cheating among a handful of students would spread as students who were initially inclined to follow the rules begin to feel like “suckers” for doing so.

While our results lead us to conclude that law schools should take affirmative measures to restrict student access to generative AI tools in some classes, we also believe that they suggest that law schools should simultaneously develop upper-level classes that explicitly train students on how to use generative AI tools effectively. This conclusion is buttressed by our survey results indicating that participants reported that their ability to use AI effectively increased markedly over the course of the experiment, that participating in the experiment increased their interest in using AI in their future work, and that using this tool also increased their personal satisfaction. It is also supported by the differential impact of AI on quality across the different task types; whereas students interested in some practice areas may rightly believe that it would not be a good use of their law school credits to take a class that focuses significant attention on using generative AI, other students may rightly reach the opposite conclusion depending on their career aspirations and interests.

The quantity and scope of these classes should of course vary by school and context, though law schools with students who are more interested in or likely to provide legal services to individuals or cost-sensitive clients should be particularly aggressive in developing these course offerings. So too should law schools that focus on producing “practice-ready” attorneys who are less likely to receive extensive on-the-job training early in their career. Although the supply of instructors who are comfortable teaching classes on how to use generative AI in the law may be limited at first, we suspect that this pool of potential instructors will grow as does the use of generative AI in practice. Moreover, a virtue of generative AI tools is that those with significant legal expertise may be better positioned than they initially believe to learn how to use these tools effectively along with their students.

2. Lawyers and Law Firms

Our results strongly suggest that virtually all lawyers and law firms should be proactively exploring how best to incorporate generative AI tools into their practice. Of course, many law firms are doing just that. For instance, in March of 2023, the global law firm DLA Piper announced that it would incorporate CoCounsel, one of the leading generative AI

77 See Part III, supra.
tools for lawyers, into its practice. Numerous other large law firms have also embraced this tool in recent months, though many have been reluctant to publicly acknowledge this. Other large global law firms—including Allen & Overy—have incorporated a competing generative AI tool, Harvey, into their practice. Still other firms have taken a different approach, hiring their own AI experts to develop proprietary and firm-specific generative AIs that are not available to competitors.

Although this trend is already evident in big-law, at least some smaller law firms and solo-practitioners have also begun exploring how to incorporate generative AI into their work, with mixed results. The most notorious such example involved a lawyer who relied on ChatGPT to author a brief without double-checking the resulting output. The generative AI proceeded to hallucinate the existence of several cases, and then to insist on questioning from the lawyer that these cases were real. Not surprisingly, the unwitting lawyer was publicly excoriated by the judge in a hearing that was reported on widely by the media and that drew widespread attention from the bar. Rather than suggesting that small lawyers and law firms should avoid generative AI tools, the New York case—when considered in light of our own results and prior research—can and should serve as a cautionary tale against uncritically using generative AI to practice law.
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There are numerous well-known risks that come along with using generative AI as a tool for legal analysis, and the lawyers in that case ignored all of them. But small lawyers and law firms that interpret this incident to suggest the need to avoid generative AI reach precisely the wrong conclusion. Like any other tool, generative AI can be misused. The lesson to draw from this case, when considered in concert with the results of this study and prior evidence, is that lawyers and law firms that use generative AI tools must develop systems and procedures for doing so effectively. At the very least, these systems should include (i) confirming the veracity of any factual statements or characterizations of legal source materials made by AIs, (ii) experimenting with different prompting strategies when using general purpose AIs, including few-shot and grounded prompting, (iii) assessing legal issues and tasks independently of AI, and (iv) avoiding entering any confidential information into general purpose AIs that do not include trustworthy assurance of confidentiality.  

3. Legal Clients

The potential for generative AI to significantly improve the efficiency of legal work should be welcome news to many clients, particularly in the transactional domain. But rather than relying on market forces alone to decrease the cost of legal work product or increase the quality, we believe that our results suggest that clients should be proactive in asking their attorneys how they make use of generative AI and what impact that has on the quality and cost of the resulting legal services.

Despite the fiduciary nature of the attorney-client relationship, like all principal-agent relationships this relationship is characterized by various potential conflicts of interest. Chief among them, of course, is the incentive of lawyers to spend more time performing legal work so as to increase the fees that they can charge. Some lawyers may be inclined to accomplish this simply be resisting incorporating generative AI into their workflows, citing some of the risks of this technology described above. Others may explain to clients that their use of generative AI has allowed them to invest their scarce time into other ways of protecting the

83 See Schwarcz & Choi, Practical Tips, supra.
clients’ interests. Of course, how convincing these answers are will depend on innumerable factors; but many clients who do not closely monitor how their lawyers’ legal work product and billing practices are impacted by generative AI may end up paying more for less relative to their competitors.

An alternative approach for legal clients is to shift the balance of work that is outsourced to law firms rather than being produced in house. The efficiencies associated with generative AI are virtually certain to shift the calculations associated with this make-buy decision. Most obviously, generative AI should allow clients to complete a larger percentage of routine legal work in house. Additionally, the uncertainty that generative AI introduces in how long legal work should take also counsels in favor of moving relatively routine work from external counsel to in house, as that shift should allow firms to better calibrate these expectations internally, where principal-agent problems are reduced.

These dynamics may well play out differently in adversarial settings, like high-stakes litigation. In litigation, both plaintiffs and defendants can use generative AI tools to increase the efficiency with which they produce relevant work product. As such, it is not clear that these efficiencies can or will result in an overall reduction in the optimal amount of time necessary to litigate a case, given the expectation that this technology may free up time for one’s opponent to strengthen their case. Similar dynamics apply to fields like transactional contract negotiation, where AI might simply allow both sides to a deal to dig deeper and create ever-more-detailed contracts. In other words, competitive dynamics make it harder for clients to calibrate how access to generative AI should impact their legal bills, particularly with respect to domains high-stakes litigation or corporate mergers and acquisitions where outcomes matter much more than the size of the legal bills.

4. Judges

In the wake of the notorious New York case described above, a number of judges have prohibited lawyers that practice before them from using generative AI to assist with writing briefs. In our view, our
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results suggest that this approach is misguided; generative AI has the
capacity to allow lawyers to better serve their clients by producing work
product more efficiently, thus reducing barriers to justice. While
generative AI can indeed be used irresponsibly to produce fabricated
citations or source material, that risk can be safeguarded against
through ordinary tools available to judges, such as their ability to impose
Rule 11 sanctions. Resorting instead to an outright ban on the use of
generative AI by lawyers because of one high-profile misuse of this
technology undermines its ability to benefit clients and lawyers alike.

V. CONCLUSION

We conduct the first randomized controlled trial evaluating how
LLMs can assist with legal analysis. We find small and variable
improvements to the quality of work product but large and consistent
improvements to speed. Moreover, we find that when AI provides a boost
to quality at all, the boost to quality (but not speed) is inversely correlated
with baseline performance, with a substantial improvement for the worst
performers but essentially no improvement for the best. Finally, we find
that participants accurately perceived how useful AI assistance was on
each task and reported positive impressions from using AI at legal tasks.
These findings suggest that AI could substantially transform the legal
profession, streamlining tasks, improving lawyer satisfaction, and
reducing inequality between lawyers.

A. Randomization Checks

To validate that Group A and Group B were correctly randomized, we compare whether the two groups match on observables. We collected individual-specific data for class year and 1L Fall GPA. We did not collect other demographic information out of concerns about anonymity. Table 1 provides information about individual characteristics, including means and standard deviations, as well as the difference between the two groups. The differences have a p-value of 0.44 for class year and 0.92 for 1L Fall GPA, far from statistically significant.

<table>
<thead>
<tr>
<th>Table 5: Group A and Group B Individual Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>Class Year</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>1L Fall GPA</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

In addition, we conducted Kolgorov-Smirnov tests to estimate the likelihood that the class years for Group A and Group B, and the 1L Fall GPAs for Group A and Group B, were drawn from the same distribution. The Kolgorov-Smirnov statistic for class year was 0.14 (p = 0.95) and for 1L Fall GPA was 0.10 (p = 1.00), again suggesting no difference between the two groups.

B. Graphs of Differences in Means

The following Figures show the distribution of differences in mean grade on each task, as well as the differences in the time taken for each task, between the group with and without access to GPT. The distributions were generated by calculating means on bootstrapped distributions, with 10,000 iterations.
Figure 18: Difference in Grade with Access to AI—Complaint Drafting

Figure 19: Difference in Grade with Access to AI—Contract Drafting

Electronic copy available at: https://ssrn.com/abstract=4626276
Figure 20: Difference in Grade with Access to AI—Employee Handbook

Figure 21: Difference in Grade with Access to AI—Client Memo
Figure 22: Difference in Time Taken with Access to AI—Complaint Drafting

Figure 23: Difference in Time Taken with Access to AI—Complaint Drafting
Figure 24: Difference in Time Taken with Access to AI—Employee Handbook

Figure 25: Difference in Time Taken with Access to AI—Client Memo
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C. Training Materials

Prior to completing the four required tasks, participants completed an online training module that we developed and taught on how to use GPT-4 effectively in legal analysis. This training involved watching three pre-recorded videos, totaling approximately two hours in length, and completing several short exercises requiring the use of GPT-4 to answer simple legal questions. Training was split into three sub-areas. The first covered general principles on using AI effectively in legal research and writing. Among other things, it provided participants with an overview of basic prompting techniques that prior research had shown to be effective in the legal setting, such as supplying the AI with relevant


89 Most people can access GPT-4 by creating a paid ChatGPT Plus account on the OpenAI website. However, it was not administratively possible to create such an account for each study participant without requiring participants to outlay cash on the subscriptions themselves. We instead created a central ChatGPT “clone” website using the GPT-4 API and gave students access to that website. This clone website had a nearly identical user interface and used the same system prompt as the real ChatGPT Plus.

90 These general principles included the following key pieces of advice: (i) think about any legal problem first—develop your own basic instincts about key issues, principles, and parameters of work product you will need to produce; (ii) Start prompts by giving AI context that it should use to approach a question (i.e. “You are an experienced litigator”); (iii) Use AI to refine initial assessment of project by asking it to produce an outline, identify key issues, or produce first draft (in case of shorter assignments); (iv) Chunk up elements of outline, issues, application of rules into bite-sized bits, and ask AI to analyze each bit; adjust level of generality based on problem, quality of answers; (v) Provide AI with all the key details that a person would need to accomplish prior step; (vi) Iterate by providing additional details that you may have left out, asking AI to alter elements that do not look good, or asking AI to elaborate on elements that do look promising; (vii) Provide AI with relevant source materials, including cases, statutes, contract parameters, etc.; (vii) Do not rely on AI to conduct specific legal research or identify specific legal source material unless you confirm veracity of that material.
Second, the training covered basic techniques for using AI effectively in litigation-oriented settings, covering topics such as using AI to summarize and apply primary sources like caselaw and statutes. The third and final portion of the training focused on using AI to draft transaction-oriented work product, such as contracts, highlighting AI’s capacity to mimic conventional format, style, and structure of sample transactional

---


92 This training suggested that participants (i) Independently review source material briefly, (ii) Ask GPT-4 to summarize specific cases and statutes by copying and pasting that material into GPT4 (and breaking it up into chunks if it is too long; (iii) Ask GPT-4 any relevant follow-up questions focusing in on elements of reasoning, issues, or facts that are most relevant., (iv) Ask GPT-4 to quote from the relevant source material in any of its explanations so you can verify it, and (v) Use GPT-4 to analogize or distinguish cases to specific fact pattern/scenario, highlighting key issues.
materials and to help identify alternative terms, unanticipated risks, and ambiguities in initial drafts.\textsuperscript{93}

\textsuperscript{93} More specifically, this portion of the training emphasized that AI can help (i) mimic the format/style/structure of any sample transactional material, (ii) incorporate specific deal terms or parameters into transactional documents if you provide those terms, (iii) identify potential risks to address, ambiguities in deal terms, (iv) help you issue spot potential additional terms to add to an agreement, and (v) help you further develop/specify terms, or identify alternative ways of drafting that can favor one particular side in the transaction.